Hyperspectral polarimetric imaging of the ocean surface
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Abstract

Hyperspectral imaging of the ocean is usually carried out by sensors on moving platforms, aircrafts or satellites, and is associated with scanning procedures for the acquisition of 3-D data cubes (along-track, cross-track and spectral). We present a state-of-the-art snapshot hyperspectral imager which simultaneously acquires spectra with 4nm spectral resolution in the wavelength range of 450-950nm with a 40 degree field-of-view (FOV). In addition, a computer controlled filter wheel installed in front of the imager allows for division-of-time Stokes vector image acquisition of the ocean surface.

Results are presented from several sets of measurements from ocean platforms in the NYC area, Duck, NC and from shipborne observations along the Florida coast. Measurements made by the imager are compared with simulations using a vector radiative transfer (VRT) code showing good agreement. Analysis of pixel-to-pixel variability of the total above water radiance (Lt), sky radiance (Ls) and derived water leaving radiance (Lw) for the viewing angles of 20-60 degrees in different wind conditions led to the estimation of uncertainties in measurements of these radiances in un-polarized and polarized modes for the whole spectral range and provide possible explanation of poor satellite retrievals in the blue bands in coastal waters.

1. Introduction

In ocean color (OC) applications, the accuracy of retrievals of water parameters depends on the quality of the estimated remote sensing reflectance, \( R_s \). One of the significant uncertainties in this estimation is associated with the characterization of the ocean surface, especially in windy conditions, and removal of the sky component reflected from this surface [1-3]. The impact of the wind-roughened surface on the radiance is estimated based on statistics of Cox and Munk (CMS) [4], who measured wave slopes as a function of the wind speed. Typically, for in-situ OC measurements, Cox-Munk statistics (derived from an approximate wind speed measurement) are the only available indicator of the instantaneous sea state. The reflectance coefficient of skylight from the sea surface, \( \rho \), depends strongly on knowledge of the sea state, but also significantly on wavelength, aerosol characteristics and polarization effects, which are not routinely measured [2, 5-9].

Basic design of the hyperspectral push-broom imagers requires the motion of the platform, a rotatable mirror or similar scanning technique. Recent development of “snapshot” hyperspectral imagers eliminates this difficulty, and while such instruments have their own disadvantages, measurements can be made from non-moving platforms, ships, etc., providing an abundance of new data and capabilities [10] including estimations of variability in radiances induced by fluctuations of the wind-driven water surface.

The goal of this extended abstract is to demonstrate the capabilities of a new snapshot hyperspectral imager for applications of interest to the OC community, including characterization of the ocean surface, estimation of the uncertainties associated with above water radiometric measurements and derived water leaving radiances (\( L_w \)), comparison of these results with radiative transfer simulations and removal of the sky component reflected from this surface.
2. Background

Cox-Munk statistics (CMS) are included in multiple scalar [11] and vector [5, 12-16] radiative transfer (VRT) models and allows simulation of the mean radiance spectra for differing wind speeds and various atmospheric and water conditions. However, these simulations do not estimate the uncertainties in measurements of the water in windy conditions. Several factors drive these uncertainties, and in this work they will be evaluated using a robust snapshot hyperspectral imager.

A snapshot hyperspectral imager UHD285 (Cubert GmbH, Germany), shown in Fig. 1d, was used in field measurements of ocean waters from several stationary platforms and from ships. The instrument is capable of acquiring 20 cubes/s of hyperspectral data in the visible/NIR part of the spectrum (i.e. 450-1000nm), 4 nm spectral sampling, and 14-bit digitization within a 40° field of view (FOV). The imager provides spectra for 50x50 pixels and a high spatial resolution panchromatic image (i.e. 1000x1000). The imager was further modified to acquire polarized data cubes by installation of a carousel 5-filter wheel in front of the imager to automatically collect one dark measurement, one unpolarized image and three polarized images with linear glass polarizers oriented at 0°, 90°, and 45° with respect to a reference axis. The instrument was calibrated in polarized and unpolarized mode by comparison of the radiance from the white plaque spectrum, which was simultaneously measured by GER 1500 spectroradiometer (SpectraVista, NY).

3. Approach

Above water observations were carried out from three stationary coastal platforms and one shipborne cruise: a) a 150-m long platform located in Brooklyn, NY; b) an offshore platform located 2 miles offshore from Northport, NY, c) a 500-m long pier located in Duck, NC, and d) aboard a NOAA research vessel (i.e. Okeanos Explorer) which travelled into the Gulf of Mexico and around the Florida coast.

The imager was installed on a tripod and oriented at 40° from nadir for the observations of the water surface (Lw) and at 40° from zenith for sky observations (Ls). The relative solar azimuth angle was fixed at ±90°. The imager’s 40° FOV covered the range of viewing angles (VA) from 20° to 60° with respect to nadir (water-viewing) and zenith (sky-viewing). Accompanying the imager’s measurements, Inherent Optical Properties (IOPs) of water were measured in-situ using an ac-s instrument (WET Labs, OR) during the measurements at Duck, NC and ship cruise. For the Pier in NY, water samples were collected and then measured in the CCNY laboratory using the same instrument. Wind speed was measured by a handheld anemometer at NY sites and by permanently installed anemometers at Duck and during ship cruise. In addition, co-located and simultaneous measurements were acquired using a handheld GER instrument, which allowed further comparison with the imager. Aerosol optical thickness (AOT) was measured by a Microtops Sun-photometer.

Full description of the related theory and VRT simulations was previously given in details elsewhere [9-10], and it is briefly repeated here.

As mentioned before, the main parameter of interest in the field of OC used in the retrievals of water properties is the remote sensing reflectance \( R_s \) [17]:

\[
R_s(\theta, \varphi, \lambda) = \frac{L_w(\theta, \varphi, \lambda)}{E_d(\lambda)}
\]  

where \( L_w(\theta, \varphi, \lambda) \) is the water leaving radiance, \( E_d(\lambda) \) is the downwelling irradiance, \( \theta, \varphi \) are the viewing (VA) and azimuth angles respectively and \( \lambda \) is the wavelength. VAs are
measured from nadir and the azimuth angle is equal to 0° when the Sun and the sensor are in opposition.

For above surface ocean observations, assuming that Sun glint is avoided and there are no whitecaps, \( L_w(\theta, \varphi, \lambda) \) is determined from

\[
L_w(\theta, \varphi, \lambda) = L_w(\theta, \varphi, \lambda) + \rho L_g(\pi - \theta, \varphi, \lambda)
\]

(2)

where \( L_w(\theta, \varphi, \lambda) \) is the total upwelling radiance leaving the ocean surface, with a typical relative solar azimuth angle of \( \phi_s = 90^\circ \) or \( \phi_s = 135^\circ \) [18]. For a flat surface, the \( \rho \) coefficient is the Fresnel coefficient \( \rho_T \) defined by the VA [19] and the indices of refraction of the air and water, but in the presence of ocean waves it is also a function of the illumination conditions and wind speed. For the illumination (solar) angle \( \theta_T = 40^\circ, \phi_s = 90^\circ \) and \( \theta_T = 40^\circ, \rho_T = 0.0256 \), while for a wind speed of \( W = 5m/s, \rho = 0.028 \) [18]. This last value of the coefficient is often used in the shipborne above water observations and is assumed to be independent of the wavelength for the whole range of 400-900 nm which are of interest for OC. However, a small dependence of \( \rho \) on the wavelength (about 5-10%) exists due to the dispersion of sea water [20]. It was shown that \( \rho \) is also affected by polarization, aerosol optical thickness (AOT) and aerosol scattering matrix [7-9, 21], as well as small amount of unavoidable Sun glint contamination in Zhang et al. [8].

In this work, the RayXP VRT code [15] was used in closure with the measurements from the imager. This code was successfully benchmarked against other VRT codes [15, 22] and polarimetric measurements of the atmosphere-ocean system [23-25] and surface effects [9]. The Stokes vectors corresponding to the radiance arriving at the sensor from the water body \( L_w \) and the sky \( L_s \) were computed from the simulations of the atmosphere-ocean system using auxiliary data (including IOPs and AOTs in-situ data). Isotropic Cox-Munk slope distributions [4] were assumed for all simulations based on average wind speed (W) measurements.

The full uncertainty equation for the total radiance (assuming 1-sigma uncertainties and lack of glint and foam, Eq. (2)) is given as [26]

\[
\sigma_t^2 = \begin{bmatrix} \frac{\partial L_w}{\partial L_w} & \frac{\partial L_w}{\partial L_s} & \frac{\partial L_w}{\partial \rho} \\ \frac{\partial L_s}{\partial L_w} & \frac{\partial L_s}{\partial L_s} & \frac{\partial L_s}{\partial \rho} \\ \frac{\partial \rho}{\partial L_w} & \frac{\partial \rho}{\partial L_s} & \frac{\partial \rho}{\partial \rho} \end{bmatrix} \begin{bmatrix} \sigma_w^2 & \sigma_{ws} & \sigma_{wp} \\ \sigma_{ws} & \sigma_s^2 & \sigma_{sp} \\ \sigma_{wp} & \sigma_{sp} & \sigma_{\rho}^2 \end{bmatrix} \begin{bmatrix} \frac{\partial L_w}{\partial L_w} & \frac{\partial L_w}{\partial L_s} & \frac{\partial L_w}{\partial \rho} \\ \frac{\partial L_s}{\partial L_w} & \frac{\partial L_s}{\partial L_s} & \frac{\partial L_s}{\partial \rho} \\ \frac{\partial \rho}{\partial L_w} & \frac{\partial \rho}{\partial L_s} & \frac{\partial \rho}{\partial \rho} \end{bmatrix}^T
\]

(3)

where all covariance terms are included. Using \( \frac{\partial L_w}{\partial L_w} = 1, \frac{\partial L_s}{\partial L_s} = \rho \) and \( \frac{\partial \rho}{\partial \rho} = L_s \) this yields

\[
\sigma_t^2 = \sigma_w^2 + \rho^3 \sigma_s^2 + \rho \sigma_w \sigma_s^2 + 2 \rho L_s \sigma_{wp} + 2 \rho \sigma_{ws} + 2 \rho \sigma_{\rho}
\]

(4a)

It is common practice in estimation of in-situ \( L_w \) to assume that \( \rho \) is almost constant (and \( \sigma_{\rho} \) is small or negligible). This is only a valid assumption under conditions of very low wind speed, low VA, and large solar zenith angles \( (\theta_T) \) where the contribution of Sun glint is small. The variance of the total water signal would then be

\[
\sigma_t^2 = \sigma_w^2 + \rho^3 \sigma_s^2 + 2 \rho \sigma_{ws}
\]

(4b)

From the subtraction of Eq. (4b) from (4a), we can estimate the effect of the assumption as:

\[
L_s^2 \sigma_{\rho}^2 + 2 L_s \sigma_{wp} \approx 0 \text{ or } \sigma_{\rho} \approx -2 \sigma_{wp} / L_s
\]

(4c)
where \( r_{wp} \) is the correlation coefficient for \( L_w \) and \( \rho \). This allows establishing a relationship between parameters \( \sigma_{wp} \) and \( \sigma_{wp}^{\prime} \) in a preliminary manner. Similarly, using derivation in Eq. (3) and Eq. (2) in the form \( L_w = L - \rho L_s \), yields

\[
\sigma_{wp}^2 \approx \sigma_w^2 + \rho^2 \sigma_s^2 - 2 \rho \sigma_{ws} \quad \text{and} \quad L_w^2 \sigma_{wp}^2 \approx 2 L_w \sigma_{wp} \quad \text{or} \quad \sigma_{wp} \approx 2 r_{wp} \sigma_w / L_w
\]  

(5)

Using data from the imager in the form \( L_w + \delta_w = L + \delta_r - \rho(L_r + \delta_r) \), where \( \delta_w \), \( \delta_r \), and \( \delta_s \) are radiance deviations from the mean for each pixel, we can quantify components \( \sigma_{wp}, \sigma_r, \sigma_s, \sigma_{ws}, \sigma_s \) as well as corresponding correlation coefficients in Eqs. (4) and (5) to estimate realistic uncertainties in measurements of these parameters and contributions to the total signals. However, uncertainties in \( \sigma_w \) under the assumption of constant \( \rho \) will reflect the uncertainty in the derivation of \( L_w \) and not necessarily the natural variations of \( L_w \).

As a first approximation, if we consider the relationship \( \delta_r \approx 2 r_{wp} \delta_w / L_w \) derived from the last expression in Eq. (5), and use data from the imager in the form \( L_w + \delta_w = L + \delta_r - (\rho + \delta_{wp}) (L_r + \delta_r) \) where \( r_{wp} \) is the correlation coefficient for \( L_r \) and \( \rho \), we can estimate a more realistic \( \sigma_w \) including fluctuations in \( \rho \) by means of \( \sigma_{wp} \).

Since \( \sigma_r \) cannot be determined from equations (4) and (5), we need to compute \( \sigma_r \) using CMS. The Gaussian probability density function describing the wave slopes is

\[
f(x | \sigma_{iso}^2) = \exp\left(-\frac{x^2}{2\sigma_{iso}^2}\right) (2\pi \sigma_{iso}^2)^{-1/2}, \quad \text{where} \quad \int_{-\infty}^{\infty} f(x)dx = 1 \quad \text{and} \quad \sigma_{iso}^2 = 0.003 + 0.00512W, \quad \text{the variance of the isotropic slope distribution} \quad [4]. \quad W \quad \text{is the wind speed}, \ x \quad \text{is the wave slope} \quad \text{and} \quad \rho_f \quad \text{the corresponding unpolarized Fresnel coefficient for the incidence angle resulting in reflection toward} \ \theta_v. \]

\[
\sigma_{wp}^2(\theta_v, \sigma_{iso}^2) = \int_{-\infty}^{\infty} f(x)\rho_f^2 dx - \left( \int_{-\infty}^{\infty} f(x)\rho_f dx \right)^2
\]  

(6)

With these relationships and other terms measured with the imager, the spectra of covariances \( \sigma_{wp} \) and \( \sigma_{wp}^{\prime} \) (and corresponding \( r_{wp} \) and \( r_{wp}^{\prime} \)) were determined from Eqs. (4) and (5).

In addition to the pixel-by-pixel exploration of water (\( L_r \)) and sky (\( L_s \)) radiances to determine the uncertainties in \( L_w \), radiance distributions can be used to explore the dependence of measured radiances on the FOV of the instrument. Radiances within the full-angle FOV (\( \theta_{FOV} \)) up to 35º were calculated using the following expression:

\[
L_{r,s}(\lambda) = \frac{1}{\Omega_{FOV}} \int_{\Omega_{FOV}} L_r(\lambda)d\Omega_{FOV}
\]  

(7)

where \( \theta_f = 1/2 \theta_{FOV} \), \( L_{r,s} \) is the radiance for \( L_r \) and \( L_s \) (respectively), \( \Omega_{FOV} \) is the solid angle corresponding to the conical FOV and \( L_r \) is the radiance for each individual pixel within the FOV.

Finally, in above water measurements, the mean value of the reflectance coefficient \( \rho \) depends on the wind speed, wavelength, AOT and polarization effects [9]. Thus the impact of the sky reflectance can be minimized if AOT is measured and spectral \( \rho \) calculated accordingly.
Alternatively the signal from the sky can be almost completely removed from \( L_t \). This can be achieved by placing a vertically oriented linear polarizer in front of the imager, as recommended earlier in [1-2] and removing mostly horizontally polarized skylight reflected from the sea surface. It should be noted that Sun glint is polarized in the main plane and is not removed by the polarizer on the sensor installed at \( \phi_s = \pm 90^\circ \).

4. Results

4.1 Radiance spatial distribution, estimation of uncertainties

The main advantage of the imager is the availability of the radiance spatial distribution over the FOV for each wavelength. An example of such data for three wavelengths for \( L_t \), \( L_s \) and derived by Eq. (2) \( L_w \) is shown in Fig. 1a demonstrating radiance variability and opening the possibility for the statistical analysis of the radiance fluctuations spectrally and for various viewing and azimuth angles. Corresponding panchromatic water and sky images are shown at the bottom of Fig. 1 including the imager set-up at a stationary platform (i.e. installed on top of a tripod). It should be noticed that coordinates \( \theta_t \) and \( \phi_t \) are shown for the center of the image; small differences in the scales at the different parts of the image were not taken into account.

Examples of spectra measured at four stations (two in open-ocean and two in coastal waters) for different VAs are shown in Fig. 2 with comparison with GER at \( 40^\circ \).

Measured spectra for the whole range of viewing angles 20-60° were compared with VRT simulations for measurements at the Duck, NC platform and wind speed of 5.6m/s. In such matchups mean spectra in the regions of interests (ROIs) corresponding to different VA as shown in Fig. 3a and 3b, and their simulated counterparts were compared. Pixel-by-pixel estimation of water leaving radiance using Eq. (2) is shown in Fig. 3c. VRT simulations were performed using RayXP program [15] and data cubes were produced, matching the spectral and spatial resolution of the imager (50x50x113). For this study we limited the wavelength range to 450-900nm.

For all stations studied standard deviations \( \sigma_t \) and \( \sigma_s \) for the water and sky data and corresponding ratios \( \sigma_t/L_t \) and \( \sigma_s/L_s \) for each viewing angle were calculated over the imager’s FOV with example for the case with wind speed \( W = 5.6 \) m/s shown in Fig. 3d. All values were calculated based on the ROIs’ configuration shown in Fig. 3a and 3b.

The contribution of different components in Eqs. (4) and (5) were evaluated and led to the coefficient of variation (CV) \( \sigma_w/L_w \) as a function of wind speed for all stations as shown in Fig. 4. The CV is in the range of 3-8% for most VAs with increase to 6-20% in the NIR and typically larger values for VA = 60°.

Although the imager is unable to acquire data <450nm, it is expected that since \( L_s \) does not change significantly in 400-450nm compared to 450nm and \( \sigma_w \) is mostly determined by \( \sigma_nL_s \), \( \sigma_w \) will remain approximately the same. \( L_w \) remains high in the blue in the open ocean, so the retrievals of \( R_{rs} \) in the open ocean are relatively stable. In coastal areas with very low \( L_w \) in the blue, the uncertainty in \( R_{rs} \) becomes much higher, thus explaining poor satellite retrievals in coastal waters.
4.2 Field of view considerations in above water measurements

Example of the spectra for different FOVs is shown for $W = 4.5\text{ m/s}$ in Fig. 5 with the corresponding images and analyzed areas. Statistics are presented only for one water and one sky image, but results were similar for many stations with different conditions with most stable results for $\theta_{\text{fov}} > 3-4^\circ$.

4.3 Measurements of water leaving radiance with vertical polarizer

As it can be seen in Fig. 6, vertical polarizer practically eliminates sky component for all viewing angles in the studied range. The difference between the unpolarized signal and the one passing through the vertical polarizer (after dividing it by the transmittance of the polarizer, $\tau_{\text{pol}}$) is very similar to the signal of the sky multiplied by the surface reflectance coefficient ($\rho$) using CMS. There are still some spectral discrepancies that could be due to a combination of factors.

5. Conclusions

A novel hyperspectral imager is introduced for OC applications in coastal waters and its advantages over non-imaging spectroradiometer and push broom imagers are discussed. The instrument provides hyperspectral radiance distribution with a wide FOV and short exposure time, which is valuable for the direct characterization of the wind-roughened surface in various illumination conditions and wind speeds. Comparison of the $R_s$ (Fig. 2) spectra from the imager and GER demonstrated very good consistency for all measurements confirming the high quality of the imager calibration.

Spectra of standard deviations for the radiance from the water and the sky at the viewing angles 20-60° are accurately determined and their ratios to the corresponding mean radiances are evaluated, showing that the coefficients of variation $\sigma_w(\lambda)/L_w(\lambda)$ for water and $\sigma_s(\lambda)/L_s(\lambda)$ for the sky measurements can be in the range of 3-20% depending on the viewing angle, wind speed and wavelength. The minimal values of $\sigma_w(\lambda)/L_w(\lambda)$ are typically around viewing angle of 40°.

Different terms making up for the uncertainties in water leaving radiance ($\sigma_w$) were explored using direct measurements from the snapshot imager and $\sigma_w/L_w$ were determined. While it is not directly seen from the imager data with the minimum wavelength of 450 nm, it is expected that $\sigma_w$ will be similar in 400-450nm range proportionally to weakly changing $L_s$, thus minimally affecting $R_{rs}$ retrievals in the open ocean and more significantly $R_{rs}$ retrievals in coastal waters with strongly decreasing $L_w$.

It is shown that for both $L_w(\lambda)$ and $L_s(\lambda)$ the impact of FOV is minimal, at least till $W = 5.7\text{ m/s}$ studied for FOV of 4° and larger.

It is demonstrated that vertical polarizer successfully eliminates sky contribution in a broad range of viewing angles.

Acknowledgments

This work was supported by NASA Ocean Biology and Biochemistry Program, NOAA Cal/val program and the Office of Naval Research. This research was performed while Robert Foster held an NRC Research Associateship award at the U.S. Naval Research Laboratory in Washington, DC.
References

Fig. 1 a) Pixel-to-pixel variability of $L_t$, $L_s$ (left to right) for three different wavelengths: 450, 550 and 650nm (top to bottom) and $L_w$ calculated using Eq. (2), b) corresponding panchromatic images of water surface, c) sky, and d) Snapshot hyperspectral imager in Steeplechase platform.
Fig. 2 Comparison of the $R_s$ from stationary and moving platforms in different water and atmospheric (SZA, AOT$_{440\text{nm}}$, Angstrom coefficient and wind speed are shown on inserts). a) VIIRS cruise (open ocean: Gulf of Mexico, 05/13/2017, 12:13pm), b) VIIRS cruise (open ocean: Gulf of Mexico, 05/13/2017, 12:38pm), c) DUCK pier (10/15/2017, 1:57pm), and d) Brooklyn pier (05/03/2017, 8:45am). Pixels in magenta represent saturation (mostly from Sun glint) and are excluded from all calculations.
Fig. 3 Comparison of measurements and simulations for mean a) $L_t$, b) $L_s$ and c) derived $L_w$ at the FRF, 10/11/17. The insets denote the ROIs used throughout this extended abstract. Mean radiances $L_t$ and $L_s$, standard deviations $\sigma_t$ and $\sigma_s$ for the water and sky data and corresponding ratios $\sigma_t/L_t$ and $\sigma_s/L_s$ for the same stations are depicted in (d) for wind speed $W = 5.6$ m/s and different viewing angles.
Fig. 4 The coefficient of variation for water-leaving radiance ($\sigma_w / L_w$) as a function of wind speed and viewing angle: 470nm, 550nm, 650nm and 850nm (left to right). $\sigma_w$ is determined in the assumption of constant $\rho$ for all pixels in the same VA.

Fig. 5 (a) $L_t$ and (b) $L_s$ measured at 40° and 140° viewing angles as a function of FOV. The pink boxes in the image indicate saturated pixels which were excluded from the processing.
Fig. 6 Removal of sky component reflected from different water surface. a) Brooklyn pier polarized and unpolarized water and sky spectra (06/12/2017, 11:05am), b) Brooklyn pier (06/12/2017, 11:05am), c) Duck, NC pier (10/15/2017, 1:57pm), d) VIIRS cruise (coastal: Gulf of Mexico, 05/11/2017), and e) VIIRS cruise (open ocean: Gulf of Mexico, 05/13/2017).